Sources:

1. Dataset - <https://arxiv.org/pdf/1910.07924.pdf>
   1. <https://www.50languages.com/phrasebook/hi/kn/>
   2. https://www.50languages.com/phrasebook/hi/em/
2. Speech Feature –
   1. <https://www.mdpi.com/2076-3417/6/5/143>
      1. chrome-extension://dagcmkpagjlhakfdhnbomgmjdpkdklff/enhanced-reader.html?openApp&pdf=https%3A%2F%2Fmdpi-res.com%2Fd\_attachment%2Fapplsci%2Fapplsci-06-00143%2Farticle\_deploy%2Fapplsci-06-00143.pdf
   2. <http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.433.7519&rep=rep1&type=pdf>
   3. <https://link.springer.com/chapter/10.1007/978-981-10-6626-9_22>
   4. <https://towardsdatascience.com/extract-features-of-music-75a3f9bc265d>
   5. <https://timsainburg.com/python-mel-compression-inversion.html>
   6. <https://github.com/devinvenable/mfcc-audio-experiment/blob/master/MFCC%20transforms.ipynb>
3. Speech Recognition –
   1. <https://www.researchgate.net/profile/Kollengode-Ramakrishnan/publication/263358996_An_Efficient_Speech_Recognition_System/links/5870a4b808ae329d621633ba/An-Efficient-Speech-Recognition-System.pdf>
   2. <https://www.sciencedirect.com/science/article/abs/pii/S0885230883710077>
4. ASR –
5. TTS –
   1. <https://arxiv.org/pdf/2008.03802.pdf>
   2. <https://arxiv.org/pdf/1703.10135.pdf>
   3. <https://arxiv.org/pdf/1712.05884.pdf>
   4. <https://arxiv.org/pdf/2005.11129.pdf>
6. Code - <https://github.com/janvainer/speedyspeech/tree/master/code>

* <https://machinelearningmastery.com/how-to-configure-k-fold-cross-validation/>
* <https://machinelearningmastery.com/evaluate-performance-deep-learning-models-keras/>
* <https://stackoverflow.com/questions/66845924/multi-input-multi-output-model-with-keras-functional-api>
* <https://pyimagesearch.com/2019/02/04/keras-multiple-inputs-and-mixed-data/>
* <https://machinelearningmastery.com/repeated-k-fold-cross-validation-with-python/>
* <https://www.analyticsvidhya.com/blog/2021/05/know-the-best-evaluation-metrics-for-your-regression-model/>

VAD –

* <https://www.kaggle.com/code/holzner/voice-activity-detection-example/notebook>
* <https://www.programcreek.com/python/example/115083/webrtcvad.Vad>
* <https://github.com/wiseman/py-webrtcvad>

Encoders & Decoders

* <https://medium.com/analytics-vidhya/encoder-decoder-seq2seq-models-clearly-explained-c34186fbf49b>
* <https://www.analyticsvidhya.com/blog/2020/08/a-simple-introduction-to-sequence-to-sequence-models/>
* <https://towardsdatascience.com/understanding-encoder-decoder-sequence-to-sequence-model-679e04af4346>
* <https://github.com/prasoons075/Deep-Learning-Codes/blob/master/Encoder%20Decoder%20Model/Encoder_decoder_model.ipynb>
* <https://github.com/topics/encoder-decoder?l=python>
* <https://github.com/jacoxu/encoder_decoder/blob/master/encoder_decoder.py>
* <https://github.com/ialhashim/DenseDepth>
* <https://github.com/ColinShaw/python-keras-encoder-decoder-unet>

Regression – standard scalar

Classification – min max scalar

Training and testing Validation loss and performance !